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Abstract 

Air pollution play a critical position when it comes to the effect, it has on the surroundings in 
flip affecting public health, socio-economics, politics and agriculture. In the usage of a 
system mastering algorithms, we record the pollutant concentrations using air high-quality 
index (API) in India over the term of (January 1970 – January 2015). Delhi is one of the most 
polluted towns globally, particularly due to vehicle pollution. Factors that implement the 
machine learning algorithm at the input are meteorological parameters, pollutant 
concentrations and timestamp. This paper proposes a machine learning technique to predict 
lung cancer due to air pollution with determination of preventing health concerns, like 
respiratory infections, asthma, pneumonia, cardiovascular problems and lung cancers. The 
proposed techniques can be used by the health department of urban to check air quality, 
physicians to estimate spatial–temporal profile of air pollution and air excellent indices. 
Further research is to study the efficiency and potency of ML with geometric, computational 
and statistical models. 
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Introduction 

The difficulty Air pollutants and its prevention have constantly challenged scientists over the 
last decade is particularly because of the most important health outcomes they have induced. 
It continues to remain a big worldwide hassle due to the effect they have at the human 
respiration and cardiovascular structures which leads them to being the motive of an increase 
in mortality fee and associated illnesses all over the globe [2]. 

The state authorities have been making efforts, so that it will understand and are expecting 
the AQI [Air Quality Index][3] values aimed at improving public health and with the largest 
and most drastic changes inside the area of studies and development with recognize to 
artificial intelligence and machine learning over the last few years, this record pursuits to 
bring the electricity of artificial intelligence into light [7]. The technology of AI is in which 
the gadget makes the choice on its very own as an alternative on conventionally taking the 
orders from a programmer within the shape of an application which has step by step 
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commenced influencing all aspects of our existence. Starting from early-stage, startup 
corporations ending at large platform companies, for all of them, artificial intelligence and its 
element system learning have end up the principal attention place [8]. 

Machine learning is an area where the system which implements artificial intelligence gathers 
statistics from sensors in an environment and learns a way to act. One of the reasons why we 
select machine getting to know to are expecting air pleasant index, become this potential of 
adapting of gadget mastering (ML) algorithms [9]. Every day measured values of the 
parameters of air high-quality are in many instances above the limit values which might be 
taken into consideration safe for human fitness. In the larger urban areas the state of affairs is 
urgent [5]. Some of the sports to lower the air pollution are undertaken through the 
neighborhood authorities, a few with the aid of the state government. This project represents 
our effort at the medical level to make contributions in handling this trouble by means of 
analyzing and predicting the AQI (Air Quality Index) of the destiny to result in cognizance 
to the community with regards to how the degrading air best additionally causes lung most 
cancers [6]. 

Lung cancer is a form of cancer that starts off evolved in lungs, the NSCLC- Non-Small 
Cellular lung cancer accounts roughly 80 to 85 percent of lung in most cases. Other styles of 
lung cancer encompass small cellular lung most cancers and mesothelioma [2]. While 
smoking absolutely stays the major cause in the back of this deadly sickness, not only 
smoking will cause this sickness. Even if people inhale poisonous substances in air, passive 
smoker as well expose to radioactive gases can increase the chance of lung cancer. 

Living and breathing in a polluted metropolis is also a major cause for different health 
consequences, the health department should handle and address this awareness to the public 
[2]. 

Check pollution degrees earlier, before stepping out of the house 

 Avoid areas with a high population density 
 Avoid working outdoors especially when there are high levels of pollution. 
 Avoid burning wood or trash 

The air quality index provides a way to determine the air pollutant in the living environment 
and maintain the better health and fitness concerns of individual in the society as well it 
creates awareness in the society to be away from breathing contaminated air. 

Table1: Air Quality Index 
AQI Zone 
301-500 Hazardous 
201-300 Very Unhealthy 
151-200 Unhealthy 
101-150 Unhealthy for Sensitive Groups 
51-100 Moderate 
0-50 Good 



International Journal of Recent Development in Computer Technology & Software Applications - Vol. 7, Issue 2 – 2023 
© Eureka Journals 2023. All Rights Reserved. International Peer Reviewed Referred Journal 
 
 

 
 
 Page 51  
  

The table1 shows the range of values for air quality index in ppm that can be measured in the 
enrolment, if it ranges from 0 to 50 ppm; it is good for human health and if it is 51ppm to 100 
ppm then its moderate for the human beings. If it is above the range as shown in table, then it 
is very harm for the human; If the range is among 51 ppm to 100 ppm, then it leads to 
respiratory issues, needs to take some measures. 

Literature Review 

According to medical doctors of the Ganga Ram Hospital, it may be the poisonous air and 
high-degree of air pollution inside the metropolis which brought on the degree four most 
cancers within the female. As per the inferences from the doctors of Ganga Ram Hospital, 
Ghazipur metropolis predicted that the air quality index in the city is above the threshold 
level, which intern may affect the people with breathing troubles and advised the people to 
reduce the exposure to outside [2]. 

It has been observed the theses kind of air pollution even affect the young around the age 
of 20 to 25. Dr Arvind Kumar, a chest surgeon said, “I suspect the purpose at the back of its 
miles polluted and poisonous air in Delhi. Polluted air also contains factors observed in 
cigarettes. It isn't always an isolated case”. He similarly brought, “I even have reported such 
cases earlier too. On average, I even have seen 2-three lung cancer instances each month in 
non-smoking individuals at the beginning of their 30's. But that is the primary case within the 
20's". 

Proposed Method 

In ML, the point of interest is on gaining knowledge from facts. This is possibly better 
illustrated the use of a easy analogy. As kids we typically study what's “proper” or “exact” 
behavior by means of not to do or punished for doing that. 

The basic idea in machine learning model is that; we build the model by training followed by 
validation. If the validation results are up to the threshold the model goes for testing the real 
data. The errors will be reduced during the validation process. 

In ML, price functions are used to estimate how badly functions are performing. Put 
genuinely, a cost feature is a measure of ways wrong the version is in terms of its capability 
to estimate the connection between X and y. This is commonly expressed as a difference or 
among the expected value and the real value. Cost function is calculated iteratively by 
running the model and compared the estimated value. 

The Naive Forecasting Technique that is estimating method in which the closing length's 
actual is used as the era's forecast, without altering them or attempting to set up causal 
elements. It’s used for evaluation with the forecasts generated by using the higher 
(sophisticated) techniques. Now the naive forecast may be very noisy as it does not filter any 
noise by any means. That makes it very nervous but additionally responsive to changes in call 
for. Nervous way we've got a totally risky forecast. However, the naive method may be used 
as a benchmark to greater complicated methods and it tells you whether or not a greater 
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complicated technique is virtually advanced. 

For naïve forecasts, all forecasts to be the value of the closing remark. If the old data be 
represented by y1,…,yT, y1,…,yT, then we can write the forecasts as. 

 

The notation  is a short- estimate ofbased on the data y1,…,yT. 

This approach works better for many financial time series data. naive(y, h) rwf(y, h) # 
Equivalent alternative 

The naïve forecast is finest, if the data follow a random walk, these are also called random 
walk forecasts. 

Results and Discussion 

 

Table1: Shows the air quality index values 

The table1 shows the air quality index values in Andhra Pradesh during February and March 
for 1990. 

 
Figure 1: AQI values from 1970 to 2015 
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The figure1 shows the air quality index values from the year 1970 to 2015. 

 
Figure 2: Shows the training data. 

 

Figure 3: Shows the training and testing values of AQI. 

 
Figure 4: Using Naïve Forecasting analysis to train the data using mean value 
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Figure 5: Cost Function graph to measure error in optimisation values due to gradient decent 

The optimization function used in the proposed approach is gradient descent to identify the 
value of coefficients. These parameters minimize a value feature (price) of the function. 
Gradient descent is exceptional used, if the parameters cannot be calculated systematically 
and have to be searched as per the optimization rules. 

The procedure starts with initial values for the coefficient of the characteristic. These can be 
0.0 or a small random cost. 

Coefficient = 0.0 

The price of the coefficients is evaluated by way of plugging them into the function and 
calculating the value. 

Fee = f( coefficient); Or 

Price = compare(f(coefficient)); 

The value of cost is calculated. The spinoff is a notion from calculus and refers back to the 
slope of the characteristic at given factor. We want to recognise the slope in order to 
recognise the route (sign) to move the coefficient values with a view to get a lower fee on the 
subsequent generation. 

Delta = derivative (cost) 

Now that we understand from the by-product which r 

oute is downhill, we will now replace the coefficient values. A studying price parameter 
(alpha) must be distinct that controls how much the coefficients can exchange on every 
update. 

Coefficient = coefficient – (alpha * delta) 

This procedure is repeated until the price of the coefficients (price) is 0.0 close sufficient to 
zero to be desirable sufficient. Batch gradient descent is where we calculate the derivative 
after taking all the training facts as input right before calculating an update. 
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Table2: Shows the actual and predicted values 1998 to 2010 

 
 

 
Figure 6: First cycle of predicted values after training, testing and optimising 

 
Figure 7: Box plot to identify and remove outlier 
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Figure 8: Second cycle of predicted values after training, testing and optimising 

 
Figure 9: Third cycle of predicted values after training, testing and optimising 

By using Machine Learning to optimize the AQI values by training the dataset, we further 
predicted the future values using naïve analysis. A rough estimate of the AQI value in the 
year 2020 would be 106.33. 

Conclusions 

In the proposed method the predicted AQI value of 106.33 falls in the range 101 to 150 in the 
AQI table which stands for how it would affect sensitive groups in the community article and 
brings to light how our atmosphere greatly impacts our health. With all the ongoing research 
and constant development in the field of machine learning and artificial intelligence, soon AI 
and ML will be able to make more accurate predictions and analysis to aid mankind. 
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